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Middleware study and down-select

➢ Study of existing middleware
➢ Identify candidate technologies:

– Review the feld and shortlist
➢ Down-select:

– Assess against GF performance requirements and non-
functional criteria
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Middleware domains

➢ Data Pipeline
– Temporal determinism
– High bandwidth
– Point – to – point

➢ Command/Control
– RPC paradigm
– Synchronous and asynchronous
– Low bandwidth

➢ Telemetry
– Publish/subscribe
– High bandwidth
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Common Criteria
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Technology shortlist 

Role Option 1 Option 2

Pipeline ZeroMQ MPI

Command/Control DDS ICE

Telemetry DDS ZeroMQ



Final Prototyping Review, Paris, 6/4/2018  6

Criteria: real-time pipeline
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Test environment

➢ Round-trip timing of messages: master → slave → master
➢ Range of message sizes, at frame rates of 500Hz and 

1kHz
➢ 10Gbe ethernet, direct connection (no switch)
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ZeroMQ: latency
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ZeroMQ: jitter
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MPI: latency
Mean latency vs. message size
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MPI: jitter
Jitter, 1kB messages
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Pipeline middleware downselect 
matrix
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Conclusions (1)

➢ ZeroMQ: unsuitable for real-time pipeline
➢ Excessive latency: ~ 50% total budget, probably owing to 

internal bufering and message aggregation
➢ MPI: latency and jitter adequate

➢ ~ 5% of latency budget, for small messages
➢ Hence, limited number of network hops allowed
➢ Hence, some constraints on implementations using MPI

➢ number of hops, message size
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Criteria: telemetry middleware
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Telemetry middleware downselect matrix
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Telemetry: derived throughput 
requirements

Throughput requirements for undecimated telemetry data types:
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DDS test environment

➢ RTI DDS
– RTI provided throughput test software
– Sends data as fast as possible
– Various representative message sizes

➢ Intel Phi with 16GB HBM
➢ 40Gbe connection, source → switch → consumer

– Also tested shared memory transport, single node
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DDS:measured throughput
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DDS max frame rate, CPU usage, Intel 
Phi, 40Gbe
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DDS max framerate, 40Gbe vs. 
shared memory (Xeon Phi)
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Conclusions (2)

➢ DDS provides the required facilities
➢ Inadequate throughput performance for undecimated pixel 

telemetry
➢ Undecimated slopes/DM demands are supportable
➢ CPU-limited for smaller messages: shared-memory test  

achieved higher frame rates, saturated CPU core
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Telemetry Solution

➢ GF requirement: capture 10s of 
contiguous real-time telemetry

➢ High-speed links from RTC to
telemetry recorder

➢ Telemetry recorder publishes 
to DDS, decimated as needed

➢ Supervisor subscribes via DDS
➢ Supervisor uploads to RTC using 

control middleware
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Criteria: Control Middleware



Final Prototyping Review, Paris, 6/4/2018  24

Control middleware downselect matrix
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Conclusions
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